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Abstract —The slow-wave characteristics of an NILS coplanar waveguide

are anafyzed using two different full-wave methods mode-matching and

spectral-domain tecfudque. The theoretical results obtained with them and

the experimental vafues are in good agreement. Several important features

of the MIS coplanar waveguide are presented along with some design

criteria.

I. INTRODUCTION

M ONOLITHIC MICROWAVE integrated circuits

(MMIC’S) based on gallium arsenide (GaAs) tech-

nology are being seriously considered as viable candidates

for satellite communication systems, airborne radar sys-

tems, and other applications [1], [2]. The dielectric proper-

ties of semi-insulating GRAs, combined with the excellent

microwave performance of GaAs field-effect transistors

(GRAs FET’s), make it possible to design monolithic mic-

rowave integrated circuits. The monolithic approach pro-

vides ease in circuit fabrication without the need to wire

bond various components. This reduces the cost of manu-

facturing and improves reliability and reproducibility.

However, as the physical dimensions of the circuit com-

ponents become smaller, it becomes difficult to trim and

trouble-shoot a working circuit. To minimize this need for

trimming, and to achieve design goals, a computer-aided

design (CAD) procedure is indeed essential. Another

potential problem which arises due to the small chip size is

the RF coupling within the circuit. To overcome aforesaid

problems, it is necessary to acquire a thorough knowledge

of the properties of various planar transmission lines on

semiconductor substrates.

On a planar substrate there are basically two different

types of transmission lines available. They are microstrip

lines and several coplanar structures such as slotline and

coplanar waveguide. In the past two decades, they have

been studied using various analytical and numerical tech-

niques such as conformal mapping, finite difference, finite

element, spectral domain, and so on. Based on the field

distributions of these lines and their electrical characteris-

tics, microstrip lines and coplanar waveguides are consid-
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ered to be the most suitable for MMIC’S [3].

Planar metal-insulator-semiconductor (MIS) structures

have been investigated by many authors. Simplified paral-

lel plate structures were first examined [4], [5], and the

existence of slow-wave propagation was experimentally

observed for microstrip lines [5], [6] and coplanar wave-

guides [7]. This characteristic cannot only be used in delay

lines, but, if the insulator layer is replaced by a Schottky

contact between the metal and the semiconductor sub-

strate, it can also be used as an electronically controllable

variable phase shifter [8]. Some other applications employ-

ing these structures have also been proposed in [9].

The purpose of this paper is to present detailed analyses

of MIS coplanar waveguides. Previous studies have shown

the applicability of several techniques to the analysis of

MIS microstrip lines [ 10]–[12], as well as MIS coplanar

waveguides [ 12]–[ 15]. However, so far no detailed studies

have been reported. The methods employed here include

the mode-matching method and the spectral-domain tech-

nique. These methods have been used to analyze conven-

tional lossless planar structures, and yield accurate results

for the frequency-dependent propagation constants. In the

present case, the doped region of the semiconductor sub-

strate is treated as a dielectric layer with a finite resistivity,

which is included in the analysis by the complex permittiv-

ity for the layer. Several basis functions are needed for

both methods to obtain accurate results.

The results of both methods are in good agreement.

They also agree well with the experimental results reported

in [7]. Some important features of MIS transmission lines

are presented in this paper.

II. METHOD OF ANALYSIS: MODE-MATCHING

METHOD

The mode-matching method has been widely used to

analyze microstrip lines [16], as well as dielectric wave-

guides [17], [18]. This method utilizes the eigenfunction

expansion of the field. The cross-sectional view of the

structure is shown in Fig. 1. Unlike the spectral-domain

technique, the thickness of metallization can be taken into

account. Since we are interested in the even dominant
mode, a magnetic wall can be placed at x = O, and only the

right half of the structure is considered. In order to expand

the field in terms of the Fourier series, a hypothetical

electric wall needs to be placed at the far right side x = w
(w>> a), Since the field is expected to be strongly confined
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Fig. 1. Cross-sectional view of MIS coplanar waveguide. Region
111—insutator layer. Region IV—doped semiconductorlayer. Region V
—semi-insulating layer. RegionsI, II, and VI—air.

in the slot regions, the influence of this hypothetical elec-

tric wall is negligible. The cross section is divided into six

regions, and the potentials in each region are expanded in

terms of eigenfunctions. Since there are many layers in the

y-direction, it is preferable to write the electric and mag-

netic potentials with iespect to they-direction. (This allows

the boundary conditions to be easily matched.) The poten-

tials in each region are

#(x, y)= f A.cos&xexp [-al. (y-t)j
~=1

+’(.x, y) = ~ B.sin&xexp [-a,. (y-t)]
n=]

+2(x, y) = f sin&(x-a)
~=z

{C,.sins,.y + C2.cosa,.y}

@z(x,- y)= : Cosppn(x–a)
~=1

“{D1.sina2.y + D2nCOSCY2nY}

+’(X,Y)= f ~ncos&xexp[t%n(y+d~ +d2+d3)]
~=1

@(x, y)= ~ L.sin&xexp [a6. (y+d1+d2+d~)]
~=]

(1)

where +‘s and @‘s are the magnetic and electric potentials

with respect to the y-direction, respectively. An, Bn,. . . .Ln
are coefficients to be determined, and N is the number of
basis functions in the slot region and M in the other

regions. y is the complex propagation constant in the

z-direction which is to be determined, and the other

parameters are

/3n = (n –o.5)7i-/w

&n=(~-l)m/(b-a)

The field components are then calculated in terms of these

potentials with the following equations:

Z(X, y) = – v x FYCJ)– jwpozy+ + v(v. Fy*)/j(.d6

i7(x, y) = v x Z,+ – juZyf# + V( v“{,O)/.jwo (3)

where ZY is a unit vector in the y-direction, and c takes a

different value in each region and particularly a complex

value in region 4. The potential functions in (1) already

satisfy the boundary conditions at the magnetic wall at

x = O and the electric wall at x = w, and x = a, x = b in the

slot region. The remaining boundary conditions are satis-

fied to yield the following set of homogeneous equations:

? (P,mnq. + p2?nilc2?l )+$ (P,m% + p4rnnD2n) = 0,
n=z n=]

m=2,3,4,. ... N

~=z ~=1

m=l,2,3,. ... N

; (R,#,n + Rztn.czn)+ t (%nn%+%mD2n) = 0,
~=’ ~=1

m=2,3,4,. ... N

$ (~,rnnc,n + s2nmc2n)+ ; (%rnrz% + &n@2iz) = 0,
n=2 n=l

m=l,2,3,. . *,N (4)

where P, Q, R, and S are given in the Appendix. Equations

(4) can be written in a matrix form

Zu=o (5)

where Z is a square matrix of order 4N – 2, and vector U
contains unknown coefficients Cl., C2R, D1., and Dzn. The

determinant of the matrix Z is set equal to zero to obtain a

nontrivial solution of the vector U, which, at the same

time, determines the propagation constant y.

III. METHOD OF ANALYSIS: SPECTRAL-DOMAIN

TECHNIQUE

The spectral-domain technique has been applied to

analyze a number of lossless planar transmission lines

[19] -[21]. A simple method for formulating the dyadic

Green’s functions in the spectral domain, proposed re-
cently by Itoh [19], is based on the transverse equivalent

transmission lines. With complex permittivities represent-

ing Iossy dielectric substrates, this method is followed to

analyze the structure (Fig. 1) where the metallic strips are

assumed to be infinitesimally thin perfect conductors. The

immediate result is the following set of coupled equations:

[ II-1=[;:3‘6)
I-xx(a, y) tx=(%Y) L(a)
~zx(%Y) q=(a, y) Ez(a)

where ~XX, ~Xz, ~zX, and ~Z= are the dyadic Green’s func-

tions similar to those derived in [19], and 2X, EZ, ~X, and ~

are the Fourier transform of x and z components of the

electric fields and current densities, respectively. a is the
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Fourier transform variable and y is the propagation con-

stant. Following Galerkin’s procedure in the spectral do-

main, we express slot field components EX(X) and EZ(X) in

terms of a complete set of known basis functions 50 1 \\
N

%(x)= ~ c.-%
~=o

N

E=(x) = ~ dnEzn (7)
~=1)

where c. and d~ are unknown coefficients.

The expressions in (7) are Fourier transformed and

substituted into (6). The inner products of the resultant

equations with each of the basis functions are performed

and result in homogeneous linear simultaneous equations.

The right-hand side is identically zero by the inner product

process [19], [20]. A nontrivial solution may again be

obtained by requiring the determinant of the coefficient

matrix to be zero; this results in a characteristic equation

from which y is obtained.

Any kind of basis function may be used as long as it is

nonzero only in the slot region. However, due to the

variational nature of the approach, the efficiency and

accuracy of this method depend greatly on the choice of

basis functions. In this study, the follow@g sets of basis

functions are employed [20]:

(cos[n7Tx/(b - U)]/

I F=’z n =0,2,4,”..
EXn(x) =

sin[nrx/(b -a)]\

(c0s[n77x/(b-a)l/

1R=, n=l,3,5, ”.
E=.(x) =

sin[nnx/(b–a)]~

\ R=? n = 2,4,6,...

(8)

where q = (b – a)/2. Note that these functions are defined

only over the slot region, The Fourier transforms of the

entire set are

/

~~sin [d]
[Ji(rn+)+Jo(~n-)], n = 0,2,4,...

ixn(a) =
– ~mcos[d

I “IJo(r.+)-Jo(r. -)], n=l,3,5,

Izn(ci) =

{

.[.(o(rn+)+.lo( m-)], rz=l,3,5, -..

~sin[a~]

( [JO(~.+)-JCI(~._)], n=2,4,6,...

(9)

L-_mode-matching

spectral-domain

30 t

I I I

o 5 10 15 20 N

(a)

E
E
\
m
‘u

l?-1--mode-matching

spectral - domoin

o 5 10 15 20 N

(b)

Fig. 2. Convergenceof solutions, (a) Slow-wavefactor versusfrequency.
(b) Attenuation constant versus frequency. a =50 pm, b = 0.5 mm,
d, =0.4#m, d2=3.0~m, d3 =1.0 mm, E2=8.5, e3= C4=13, P3=0.055
Q-mm, f= 0.1 GHz, (t = 1.0 pm, w = 1.1 mm: mode-matchingmethod).

where Jo denotes the zeroth order Bessel function of the

first kind, and

f=(a+b)/2

~+=l(b-a)a+n~l/2r

~_=l(b–a)a–nnl/2.r

IV. COMPUTATIONAL RESULTS

In this section, we present numerical results calculated

with the analytical procedures described above. The MIS

coplanar waveguide structure on GaAs experimentally

tested by Hasegawa et al. [7] was used to compare the
results.

Fig. 2 shows a typical convergence of the numerical

results for the slow-wave factors and the attenuation con-

stants. The abscissa is the number of eigenfunctions in

region 2 in the mode-matching technique, or the number of

basis functions chosen in the spectral-domain method. The

rate of convergence strongly depends on the parameters of
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Fig. 3. Comparison of theoretical results with experiment. (a) Slow-wave
factor versus frequency. (b) Attenuation constant versus frequency.
~ = so pm, b= os mm, d, =0,4 pm, d2 = 3.0 pm, dj = 1.0 mm,

(z = 8.5, 63= cd =13, pa = 0.055 O-mm.

the structure. For this particular structure, it converges

slowly. However, faster convergence is achieved with the

spectral-domain technique. This is due to the choice of the

basis functions for the slot fields. However, for sufficient

accuracy, N = 3 is not enough for this structure, as seen

from Fig. 2. The spectral-domain technique takes up ex-

cessive memory size in the computer during numerical

integrations involving Bessel functions. Therefore, it is

difficult to include more basis functions. On the other

hand, the evaluations of the coefficients are fairly easy for

the mode-matching method.

Fig. 3 shows the comparison of numerical results ob-

tained by these two methods with the experiment. At

higher frequencies, the discrepancy in the results of these

two methods is smaller, and the convergence of the solu-

tions is faster. In Fig. 3(a), the experimental results show

slower propagation around 2–4 GHz when compared to

these theories. A possible reason for this phenomenon is

the approximation made to model the doped region (region

002 0.04 0.06 0.08 0. I

Thnckness of doped region , d~ mm

Fig. 4. Propagation characteristics versus thickness of the doped semi-
conductor region. a = 50 pm, b = 0.5 mm, d, = 0.4 pm, d2 + dq = 1.0
mm, (2 =8.5, 63= C4= 13, p3 =0.055 Q-mm, f =1.0 GHz.

4) of the substrate, which is assumed to be uniformly

doped through the depth dz. If we double d2, we can

obtain a better fit between the theoretical and the experi-

mental results. This is shown by dotted line in Fig. 3(a).

Since this is interesting, we show the behavior of the

slow-wave factor and the attenuation constant with respect

to the thickness of the doped region in Fig. 4. From now

on, the mode-matching method is used for calculations. It

should be pointed out that the slow-wave factor has a

maximum at a certain value of the thickness, while the

attenuation constant has a sharp peak at a very small

thickness value and a broad minimum at a moderate

thickness value. This phenomenon should be understood in

relation to the propagation characteristics with respect to

the resistivity of the doped region, which will be discussed

later. That is, varying the thickness of the doped region has

a similar effect as varying the resistivity. However, the

attenuation constant should become large at a small thick-

ness value because the current in the doped region is

confined in a very small region. This may be an important

feature from a design point of view. As one might expect,

both slow-wave factor and attenuation constant approach

to constant values as the thickness of the doped region

increases.

Another interesting parameter is the thickness d, of the

insulator region (region 3). If a Schottlcy-contact coplanar

waveguide, used as a variable phase shifter, is approxi-

mated by a MIS coplanar line, and its electrical tunability

is to be evaluated, the most important parameter is d,,
which is analogous to the thickness of the depletion layer.

Several curves in Fig. 5 show almost linear relationship

between the slow-wave factor and the thickness dl. The

slope of the curve strongly depends on the frequency. At a

lower frequency, the propagation constant has greater de-

pendence on dl. At higher frequency, such as f = 5 GHz,

the slow-wave factor is not affected by the change in

thickness dl. This is attributed to the fact that the wave-

guide is not being operated in the slow-wave region.
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Fig. 5. Slow-wavefactor versus thickness of the insulator region. a =50
pm, b=O.5 mm, d2=3.0 pm, dq =1.0 mm, C2= 8.5, C3=<4=13,
P3= 0.055 (1-mm.
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Fig. 6. (a) Slow-wave factor versus resistivity of the doped semiconduc-
tor region. (b) Attenuation constant versus resistivity of the doped
semiconductor region. a = 50 pm, b = 0.5 mm, d, = 0.4 pm, d2 = 3.0
pm, d3=l.0 mm, Cz= 8.5, <3=(4=13.

The propagation characteristics as a function of the

resistivity of the doped region shows behavior similar to

that predicted for MIS rnicrostrip lines [5]. There are

basically three operating regions: the slow-wave region, the

skin-effect region, and the lossy-dielectric region. Fig. 6(a)

I I

0.02 0.04 0.06 0,08 0.10 0.12 0,14 0.16

Slot width (b-a) mm

(b)

Fig. 7. (a) Slow-wave factor versus slot width. (b) Attenuation constant
versus slot width. d, = 0.4 pm, d2 = 3.0 pm, dj = 1.0 mm, (2 = 8.5,

C3 = C4=13, Pq =0.01 Wmm, ~= 0.1 GHz.

shows a typical behavior of the slow-wave factor for vari-

ous frequencies. It is observed that there exists an optimum

resistivity in the middle of the slow-wave region where the

attenuation constant has a local minimum (Fig. 6(b)). The

location of this point may be important for applications

since the slow-wave factor also has its maximum value at

this resistivity value.

Finally, the behavior of the propagation constant due to

variations in some other structural parameters is also in-

vestigated. For example, the values of the slow-wave factor

and the attenuation constant in the slow-wave mode are

plotted as a function of slot width in Fig. 7. j = 0.1 GHz

and p~ = 0.01 Q-mm were chosen so that the coplanar

waveguide operates in a slow-wave region. From Fig. 7(a),

we observe that the value of the slow-wave factor increases

as the width of either the center strip or the slot increases.

This behavior may be understood by considering the

capacitance of the waveguide. In the slow-wave region, the
electric field of the waveguide sees the doped region as a

conductor [5]. Therefore, when the width of the center strip

increases, the line capacitance increases. When the slot

becomes wider, the electric field near the slot spreads out

and causes field lines to enter more into the surface of the

doped region. This again increases the capacitance. All
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these contribute to slower propagation of the wave. Since

the wider width of the center strip or slot pushes more

energy into the lossy substrate, the attenuation constant

shows an increase as shown in Fig. 7(b).

V. CONCLUSIONS

MIS coplanar waveguide has been analyzed with two

different methods. The conductive semiconductor substrate

was treated by a complex permittivity, and the final solu-

tion was obtained by searching a complex root of the

determinantal equation. The convergence study was suc-

cessful and the methods employed show good correlation

for the propagation constant. The results showed basically

similar behavior of the MIS coplanar waveguide to the

MIS microstrip line. Some important parameters, such as

the thickness and the resistivity of the doped semiconduc-

tor layer governing the performance of a MIS coplanar

waveguide for practical design of a circuit, were also shown.

APPENDIX

The coefficients appearing in (4) are given by

P ,M. =hl~ncosap.t – 8~.[w(b – a)/4]ysinaPJ

P2mn = – hl~.sinaP.t – c$~.[w(b – a)/4]ycosap~t

P3nzn =h 2~~sinaP.t

– amn[w(b – a)/4](1/@po)apmppmcos apmt

P4mn =h ~mncosapnt

+ 8~~[w(b – a)/4](1/~pO)aP~ ~P~sinaP~t

Qlrna=hnncOs~pnt

– I$mn[w(b – a)/4](1 + d~O)&~sinaP~t

Q2~. = – kl~tisinap.t

– d~.[w(b – a)/4](1 + t3~O)9P~cos apmt

QW ‘h~.sin~p.t

+ d~~[w(b – a)/4](1 + b~O)(y/upO)aP~cos aP~t

Q4mn ‘k2mnCOS ~pnt

—

R lmn =5
$=1

kn[w(~ – a)/Wl + ~mo)(y/~~o)~pmsin~pm~

Y/(B: + Y2)l{–(~2/fl~2sx~2. /~ls)71

–(a2,B,/@fl)(~l. /~2s)q;}~Ls~,n

R – – bmn[w(b – u)/4]y2mn —

R 3mn = – amn[w(b – a)/4](1/@~o)apm&m

R 4m. = i [l/(P: + Y2)l{-(Y2%/%,xJ52./&s)q;
~=1

– Q3,(Fls/~2,)K:} flLs

s ,mn= f [l/(B: + Y2)l{(f2B,/~,~2sxJ52s/%)T:
~=1

– y2(a2./u6, )( F1. /F2s)t}ALs~pnpn

s 2mn = – tl~.[w(b – a)/4](1 + d~O)&~

s 3mn =8~n[w(b – a)/4](1 + 8~O)(y/tipo)ap~

4mn = i [Yin:+ Y2)l{(Bs@~2/~2s)( ~2s/~,s)q:s
$=1

– a2,(17,,/F2s)T:}&

where ~m~is the Kronecker delta function, and the ratios of

the coefficients E2~/E1$ and Fl, /F2, are calculated from

the boundary conditions at y = – d,, – d, – d2, and – dl

– d2 – da. The other coefficients appearing here are giv-

en by

h ,mn= s [Y/(B: + Y2)I
~=1

-{(1/cq,)Ki + (q,&/cw)Z:}A;s~pn

h z~, = fi [1/(~; + y2)]{(y2WC1/Cr,, )~; + a,J3,~:}A;,
.$=l

k ,mn= f [l/(p; + yz)]
$=1

“{–(Ps/%s)Z +(~1sY2/@fl)q:}~Lsapn

k 2rnn = : [Y/(&+ Y2)l{-(@~l/%)% + %%}~~$
~=]

~~ =~J3pnA;, – y2A:,

q: =(l/LW.LOXBpn& + tM:s}

Z: =lW;s + &nA;s

~: =(1/qJo){y2A;, – ~#p~A:$}

AL=~bcosflpe(x-a) sinD.xdx

A;,=~sin&.(x-a)cos&xdx
a
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